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unfortunately, specifications
are often unavailable

( This emphasizes the relevance of the oracle problem )
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BST {

}

Manual specification

4 Specification )

Specified oracle

//f/*@

@ invariant (\forall Node n;

@ \reach(root, Node, left + right).has(n) implies
@ I \reach(n.right, Node, right + left).has(n) &&
@ I \reach(n.left, Node, left + right).has(n));
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Specified oracle a I

try {
Analyze software crashes or . .

} catch (NullPointerException e) {
general software faults

}
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Our Approach to the Oracle Problem

The application of learning based techniques:

* Neural Networks to capture Data Structure Invariants

e Genetic Algorithms for Learning Postconditions
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Using Neural Networks to capture Data Structure Invariants

What is a data structure invariant (or representation invariant) for class C?

-

public class C {

~

public void C(O) {

}...

public void ml1(..) {

,

public int m2(Q) {

,
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Using Neural Networks to capture Data Structure Invariants

What is a data structure invariant (or representation invariant) for class C?

[ public class ¢ { [Liskov 2000]: a statement of a property that all legitimate
public void CO { objects satisty is called a representation invariant, or rep
. Invariant.
blic void mC.) { A rep invariant | is a predicate
- |: C -> boolean
that is true of legitimate objects.
public int m2(Q) {
-
}
\_ J

Barbara Liskov and John Guttag. Program Development in Java: Abstraction, Specification and Object-Oriented Design. Addison-Wesley Longman Publishing Co., Inc. 2000.



Using Neural Networks to capture Data Structure Invariants

/;ublic class BST { )

public void BST(Q) {

}

public void insert(..)

{
.

public void remove()

{
.

.
\_ J

(e )

@ invariant (\forall Node n;

@ \reach(root, Node, left + right).has(n) implies

@ I \reach(n.right, Node, right + left).has(n) &&
I \reach(n.left, Node, left + right).has(n));
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legitimate objects illegitimate objects

2 &

(/Eublic class BST { A
public void BST(Q) {

}

public void insert(..)

{

//
}

//

public void remove()

{
//

\

.
\_ J

@ invariant (\forall Node n;

@ \reach(root, Node, left + right).has(n) implies
@ I \reach(n.right, Node, right + left).has(n) &&
@ I \reach(n.left, Node, left + right).has(n));

" Y,

v return true X return false



Using Neural Networks to capture Data Structure Invariants

legitimate objects illegitimate objects

2 &
R //

//

(,Eublic class BST { A

public void BST(Q) {

}

public void insert(..)

{
-

public void remove()

{
-

//

v return true X return false



Using Neural Networks to capture Data Structure Invariants

legitimate objects illegitimate objects

2 &

(,Eublic class BST { A
public void BST(Q) {

}

public void insert(..)

{
-

.
//

public void remove()

{
-

.
\_ J

//

KI'rain a neural network to \
capture data structure

kinva riants /

v return true X return false



Using Neural Networks to capture Data Structure Invariants

Data Structure
Implementation

a )

public class C {

public void CQ) {

}...

public void ml(..) {

,

public int m2(Q) {

,

public 1nt m3() {

,

Facundo Molina, Renzo Degiovanni, Pablo Ponzio, German Regis, Nazareno Aguirre, and Marcelo Frias. Training Binary Classifiers as Data Structure Invariants. ICSE 2019.
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Data Structure
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Facundo Molina, Renzo Degiovanni, Pablo Ponzio, German Regis, Nazareno Aguirre, and Marcelo Frias. Training Binary Classifiers as Data Structure Invariants. ICSE 2019.
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Data Structure
Implementation

-

}
\_

public class C {

public void CQ) {

}...

public void ml1(..) {

- y

public int m2(Q) {

,

public 1nt m3() {

,

~

Facundo Molina, Renzo Degiovanni, Pablo Ponzio, German Regis, Nazareno Aguirre, and Marcelo Frias. Training Binary Classifiers as Data Structure Invariants. ICSE 2019.
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Data Structure Training Set Neural Network
Implementation Generation Training

a N (F

public class C { Automated test

public void CQ { input generation

tool
} O
public void ml1(..) { @

- y -

public int m2(Q) {

,

public 1nt m3() {

,

Facundo Molina, Renzo Degiovanni, Pablo Ponzio, German Regis, Nazareno Aguirre, and Marcelo Frias. Training Binary Classifiers as Data Structure Invariants. ICSE 2019.
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Data Structure
Implementation
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public class C {

public void CQ) {

}...

public void ml1(..) {
}.u \’/
public int m2(Q) {

,

public 1nt m3() {

,

~

Facundo Molina, Renzo Degiovanni, Pablo Ponzio, German Regis, Nazareno Aguirre, and Marcelo Frias. Training Binary Classifiers as Data Structure Invariants. ICSE 2019.
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/Use the trained NN as a
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Training Set Neural Network
Generation Training

Data Structure
Implementation

KP“blic class C { A KAutomated test
public void CO { input generation
tool
} O
public void ml1(..) { @
\_
} v
public int m2() { . .
Bug Finding
, \_
Program analysis
public int m3Q) { J Y Use the NN
> tool
} Q dS adn oracie
}
\_ J

/Use the trained NN as a \
test oracle on a program

\analysis task /

Facundo Molina, Renzo Degiovanni, Pablo Ponzio, German Regis, Nazareno Aguirre, and Marcelo Frias. Training Binary Classifiers as Data Structure Invariants. ICSE 2019.



Using Neural Networks to capture Data Structure Invariants

Remarks*

+ Neural networks can closely approximate data structure invariants, with very high precision
and recall (94.2%~99.9%). Also confirmed by **

* Facundo Molina, Renzo Degiovanni, Pablo Ponzio, German Regis, Nazareno Aguirre, and Marcelo Frias. Training Binary Classifiers as Data
Structure Invariants. ICSE 2019.

** Muhammad Usman, Wenxi Wang, Kaiyuan Wang, Cagdas Yelen, Nima Dini, and Sarfraz Khurshid. A Study of Learning Data Structure Invariants
Using Off-the-shelf Tools. SPIN 2019.
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Using Neural Networks to capture Data Structure Invariants

Remarks*

+ Neural networks can closely approximate data structure invariants, with very high precision
and recall (94.2%~99.9%). Also confirmed by **

+ Bug detection can be improved when incorporating the trained classifiers as test oracles.

- Neural networks capturing data structure invariants are not directly interpretable.

* Facundo Molina, Renzo Degiovanni, Pablo Ponzio, German Regis, Nazareno Aguirre, and Marcelo Frias. Training Binary Classifiers as Data
Structure Invariants. ICSE 2019.

** Muhammad Usman, Wenxi Wang, Kaiyuan Wang, Cagdas Yelen, Nima Dini, and Sarfraz Khurshid. A Study of Learning Data Structure Invariants
Using Off-the-shelf Tools. SPIN 2019.
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What is a postcondition?
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public class C {
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public void CQ) {

}...

public void ml1(..) {
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Using Genetic Algorithms for Learning Postconditions

What is a postcondition?

(public class € ) Hoare 1969]: To state the required connection between a
public void CO) { orecondition ( P), a program ( Q) and a description of the
. result of its execution ( R), we introduce a new notation:
P{Q}R

public void ml1(..) {

his may be interpreted "If the assertion P is true before
initiation of program Q, then the assertion R will be true
on its completion”

,

public int m2(Q) {

,

Q Y,

Hoare, C. A. R. An Axiomatic Basis for Computer Programming. ACM. 1969.
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4 )
public class BST {

public void BST(Q) {

}

public void insert(int 1)

{
.

public void remove(int 1) {

\




Using Genetic Algorithms for Learning Postconditions

4 )
public class BST {

public void BSTO) A good postcondition assertion for method insert should

} check that:

public void insert(int 1)

{ ® The resulting BST is a valid BST (i.e., the invariant is preserved)

\

* The element is effectively inserted into the BST

public void remove(int 1) {

1 * All previous elements in the BST are still in the BST

.
\_ J




Using Genetic Algorithms for Learning Postconditions

public class BST {
public void BST(Q) {

¥

public void insert(int 1)

i
}u.
public void remove(int 1) {
}u.
}u.

4 N
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program executions
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4 N

ublic class BST { program executions true

public void BSTQ) { 8 :
} Q O
@, O

public void insert(int 1) 8 :
{ O O
O O
¥ @, O
O O

public void remove(int 1) { 8 :
o o




Using Genetic Algorithms for Learning Postconditions

public class BST {
public void BST(Q) {

¥

public void insert(int 1)

{

}

public void remove(int 1) {

\
\

4 N

- J

program executions

0/0/0]0/0]0/0/0]00/0/00(0.0

true

false



Using Genetic Algorithms for Learning Postconditions

fpubnc class BST { A program executions true false ¢
public void BSTQ) { 8 :
} Q o
O O
public void insert(int 1) 8 :
{ O O
O O
} O O
O O
public void remove(int 1) { 8 z
¥ O O
}... O O




Using Genetic Algorithms for Learning Postconditions
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public class BST {

public void BST(Q) {

¥

public void insert(int 1)

{
-

public void remove(int 1) {

}

}

program executions

0/0/0]0/0]0/0/0]00/0/00(0.0
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Genetic
Algorithm
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Test generation Execution Mutation

Generation

phase
Target Test Valid Invalid
method cases pre-post tuples  pre-post tuples
— Learning

h
g i‘ phase
Postcondition K{%}J

Genetic

Assertions

Algorithm
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Using Genetic Algorithms for Learning Postconditions

Remarks

+ The technique is able to capture sophisticated properties of reference based implementations.

+ Postconditions are directly interpretable (captured as standard assertions).

- The generation phase is quite time consuming (test generation + mutation)
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* Oracles are seldom found in practice, but they can signiticantly improve bug finding.
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Conclusions

4 The Oracle Problem is a relevant problem in Software Engineering.

* Oracles are seldom found in practice, but they can signiticantly improve bug finding.

4+ Derived oracles are specifications that can be obtained from existing software elements.

4 Learning techniques can effectively derive oracles from program behaviors

e Neural networks as data structure invariants

* Genetic algorithms for learning postconditions



Thank you :)

Questions?



Bug Detection with Neural Networks as Test Oracles

IntTreeSet (RedBlackTree)

M e Acyclicity

/1

e Balancedness

/1 /1 1/

/]

/!

Razieh Nokhbeh Zaeem, Divya Gopinath, Sarfraz Khurshid, and Kathryin S. McKinley. History-Aware Data Structure Repair using SAT. TACAS 2012.



Bug Detection with Neural Networks as Test Oracles

IntTreeSet (RedBlackTree)

o

/1

/1 /1 1/

/]

/!

e Acyclicity

e Balancedness

/Antlr (BinTree) \

\
/1 /1 1/ e

- o

e Acyclicity

Razieh Nokhbeh Zaeem, Divya Gopinath, Sarfraz Khurshid, and Kathryin S. McKinley. History-Aware Data Structure Repair using SAT. TACAS 2012.



Bug Detection with Neural Networks as Test Oracles

/Antlr (BinTree) \

IntTreeSet (RedBlackTree)
M Y Acyc||c|ty Q ® ACyCllClty
/ e Balancedness a e
\
R e
// /1 // k i /
//
/ Scheduler (Doubly Linked Lists indexed in an array) \
. y [ I I | e

i . process0 process] process?2
2 — //

\priority queue /

Razieh Nokhbeh Zaeem, Divya Gopinath, Sarfraz Khurshid, and Kathryin S. McKinley. History-Aware Data Structure Repair using SAT. TACAS 2012.

Software-artifact Infrastructure Repository. https://sir.csc.ncsu.edu/
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Inferring manually written postconditions

Method Postcondition
(Composite (n-ary tree) add_child(Composite ¢) : void child added
o, c value unchanged
\// c children unchanged

Vi ancestors unchanged
000
(1 DounyLinkedListNode\ remove(): void singleton

Q P Q neighbors connected
- /
4 Map<K,V> A count(): int result is key set size
o @— QO )

extend(K k, V v): int key set

C""ta ®_’ @_’ @/ data set

other keys unchanged
other data unchanged

result is index

Julian Tschannen, Carlo A. Furia, Martin Nordio, and Nadia Polikarpova. AutoProof: Auto-Active Functional Verification of Object-Oriented Programs. TACAS 2015.



Inferring manually written postconditions

Method Postcondition Inferred?
/Composite (n-ary tree) ) add_child(Composite c) : void child added v
o, c value unchanged
\// c children unchanged
Vi ancestors unchanged v
000
(1 DounyLinkedListNode\ remove(): void singleton v
Q P Q neighbors connected
- /
4 Map<K,V> A count(): int result is key set size v
o @—O—O )
extend(K k , V v): int key set v
Qata @—» @—» @/ data set v

other keys unchanged
other data unchanged

result is index

Julian Tschannen, Carlo A. Furia, Martin Nordio, and Nadia Polikarpova. AutoProof: Auto-Active Functional Verification of Object-Oriented Programs. TACAS 2015.



